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Abstract:- Checkpoint is defined as a designated place in a
program at which normal processing is interrupted
specifically to preserve the status information necessary to
allow resumption of processing at a later time. Checkpointing
is the process of saving the status information. This paper
presents the review of the algorithms which have been

reported in the literature for checkpointing
parallel/distributed systems.
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1. INTRODUCTION

Systems with more than one processor are known as
multiprocessor systems. As the number of processors
increase the probability of any one processor failing is high.
Checkpointing,  however, is more difficult in
multiprocessors as compared to uniprocessors. This is due
to the fact that in multiprocessors there are multiple streams
of execution and there is no global clock. The absence of a
global clock makes it difficult to initiate checkpoints in all
the streams of execution at the same time instance. We have
to pick one checkpoint from each stream in such a way that
the set of these checkpoints are “concurrent”. The concept
of concurrency is defined based on the “happens before”
relation defined by Lamport [6].

A distributed system is a collection of processes that
communicate with each other by exchanging messages. A
mobile distributed computing system is a distributed system
where some of the processes are running on mobile hosts
(MHs). The term “mobile” implies able to move while
retaining its network connections. A host that can move
while retaining its network connections is an

The transparent checkpointing techniques do not require
user interaction and can be classified into following
categories:

* Uncoordinated Checkpointing

* Coordinated Checkpointing

* Quasi-Synchronous or Communication induced
Checkpointing

* Message Logging based Checkpointing

1.1 Uncoordinated Checkpointing
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In uncoordinated or independent checkpointing, processes
do not coordinate their checkpointing activity and each
process records its local checkpoint independently.It
eliminates coordination overhead all together and forms a
consistent global state on recovery after a fault [12]. After a
failure, consistent global checkpoint is established by
tracking the dependencies. It may require cascaded
rollbacks that may lead to the initial state due to domino-
effect [13]. It requires multiple checkpoints to be saved for
each process and periodically invokes garbage collection
algorithm to reclaim the checkpoints that are no longer
needed.
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Figure 2. Domino-effect

The main disadvantage of this approach is the domino-
effect [Figure 2]. In this example, processes P1 and P2 have
independently taken a sequence of checkpoints. The
interleaving of messages and checkpoints leave no
consistent set of checkpoints for P1 and P2, except the
initial one at {C10, C20). Consequently, after P1 fails, both
P1 and P2 must roll back to the beginning of the
computation [2]. It should be noted that global state {C11,
C21} is inconsistent due to orphan message ml. Similarly,
global state {C12, C22} is inconsistent due to orphan
message m4.

1.2 Coordinated Checkpointing

In coordinated or synchronous checkpointing, processes
take checkpoints in such manner that the resulting global
state is consistent. Mostly it follows two-phase commit
structure [13],[14],[15]. In the first phase, processes take
tentative checkpoints and in the second phase, these are
made permanent. The main

advantage is that only one permanent checkpoint and at
most one tentative checkpoint is required to be stored. In
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case of a fault, processes rollback to last checkpointed state.
A permanent checkpoint can not be undone. It guarantees
that the computation needed to reach the checkpointed state
will not be repeated. A tentative checkpoint, however, can
be undone or changed to be a permanent checkpoint. The
coordinated checkpointing protocols can be classified into
two types: blocking and non-blocking. In blocking
algorithms, as mentioned above, some blocking of
processes takes place during checkpointing [13]. In non-
blocking algorithms, no blocking of processes is required
for checkpointing [14],[15].

1.3 Quasi-synchronous or communication induced
checkpointing

Communication-induced checkpointing avoids the domino-
effect without requiring all checkpoints to be coordinated
[19]. In these protocols, processes take two kinds of
checkpoints, local and forced. Local checkpoints can be
taken independently, while forced checkpoints are taken to
guarantee the eventual progress of the recovery line and to
minimize useless checkpoints .These protocols do no
exchange any special coordination messages to determine
when forced checkpoints should be taken. But, they
piggyback  protocol  specific  information[generally
checkpoint sequence numbers] on each application
message; the receiver then uses this information to decide if
it should take a forced checkpoint.

1.4 Message logging based checkpointing protocols
Message-logging protocols (for example [16],[17],[18], are
popular for building systems that can tolerate process crash
failures. Message logging and checkpointing can be used to
provide fault tolerance in distributed systems in which all
inter-process communication is through messages. Each
message received by a process is saved in message log on
stable storage. No coordination is required between the
checkpointing of different processes or between message
logging and checkpointing. When a process crashes, a new
process is created in its place. The new process is given the
appropriate recorded local state, and then the logged
messages are replayed in the order the process originally
received them. All message logging protocols require that
once a crashed process recovers, its state needs to be
consistent with the states of the other processes [15]. Thus,
message- logging protocols guarantee that upon recovery,
no process is an orphan.

2. CHECKPOINTING ALGORITMS FOR MESSAGE-
PASSING SYSTEMS

Chandy & Lamport (1985) proposed a global snapshot
algorithm for distributed systems. We observe that every
checkpointing algorithm proposed for message-passing
(MP)systems uses Chandy & Lamport's (1985) algorithm as
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the base. We show that most of the algorithms proposed in
the literature for checkpointing MP systems may be derived
by relaxing various assumptions made by them and by
modifying the way each step is carried out. As per Chandy
and Lamport's model, a distributed system consists of a
finite set of processors and a finite set of channels[6].

2.1 Algorithm: The global state is constructed by
coordinating all the processors and logging the channel
states at the time of checkpointing. Special messages called
markers are used for coordination and for identifying the
messages originating at different checkpoint intervals. The
algorithm is initiated by a centralised node. The steps
followed after a checkpoint initiation, however, are the
same in all the nodes except that a centralised node initiates
checkpoint on its own and the other nodes initiate
checkpoints as soon as they receive a marker. The steps are
as below.

(1) Save the local context in stable storage;

(2) for i =1 to all outgoing channels do Send markers along

channel i;

(3) continue regular computation;

(4) for i = 1 to all incoming channels do Save incoming
messages in channel i until a marker is received along that
channel[6].

2.2 Modifications of Chandy and Lamport's algorithm

Each step of the CL algorithm can be modified to
accommodate some improvements in the basic global
snapshot algorithm. In step one, a node saves its context in
stable storage. The overhead associated with step one is
context-saving overhead. The objective of saving the
context in stable storage is to ensure its availability after a
node failure. The overhead of context saving is proportional
to the size of the context and the time taken to access the
stable storage. Context-saving overhead can thus be
reduced by (a) minimising the context size, and (b)
overlapping context saving with computation.

In step two, markers are sent along all the outgoing
channels. The purpose of a marker is

(1) to inform the receiving node that a new checkpoint has
to be taken;

(2) to separate the messages of the previous and the current
checkpoint interval.

At the time of checkpointing the centralised node informs
all the nodes to initiate checkpoints through this marker
message. CL algorithm sends markers along every channel
to inform the nodes to log all transit messages onto stable
storage .Checkpointing can be coordinated without using
markers by sending with regular messages a header which
has the checkpoint interval number in which the message
originated. The simplest would be a one-bit header, which
toggles between one and zero indicating the consecutive
checkpoint intervals[21]. Note that the marker overhead has
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now become header overhead; overhead due to appending
headers with regular messages. When a message is received
with a header value different from that of the receiving
node, either a new checkpoint is initiated or the message is
logged depending on whether the message is an orphan
message or a missing message. This one-bit header
complicates checkpoint initiation when out-of-sequence
messages are encountered. Message sequence numbers
along with checkpoint interval number in the message
header can help in controlling the number of checkpoints
along with logging of missing messages and elimination of
orphan messages[13]. The cost of this approach is the size
of the header for maintaining the message sequence
numbers and checkpoint interval number. When nodes
initiate checkpoints on their own, it is called distributed
checkpointing. Independent checkpointing eliminates
coordination overhead at runtime and forms a consistent
global state only when it is needed, i.e only at recovery
time.When there is no coordination, nodes should be able to
initiate checkpoints independently on their own. The
advantages of this independent checkpointing are that 1)
coordination and thereby the use of markers is eliminated;
.2) nodes can initiate checkpoints at their convenience
without being forced to initiate by the receipt of marker
messages. The disadvantage is the maintenance of multiple
checkpoints and message logs.Yet another mode of
coordination is to synchronise the clocks and initiate the
checkpoints approximately at the same time in all the nodes
[7]. To account for the differences in the clock values,
message sending can either be delayed during
checkpointing or headers can be used with messages. Step
three of the CL algorithm allows regular processing to
proceed without waiting for the channel state recording and
consequently the checkpoint operation to be completed.
This is a good way of reducing the intrusion of a
checkpointing algorithm but a better approach would be to
overlap the context-saving process with regular
computation. Step four of CL algorithm logs those
messages which cannot be generated at recovery time.The
purpose served by markers in identifying these messages
can also be fulfilled by headers and this was mentioned
while discussing step two.

3. CONCLUSION

Coordinated checkpointing generally simplifies recovery
and garbage collection, and yields good performance in
practice. At the other end of the spectrum,uncoordinated
checkpointing does not require the processes to coordinate
their checkpoints, but it suffers from potential domino
effect, complicates recovery, and still requires coordination
to perform output commit or garbage collection. Between
these two ends are communication-induced checkpointing
schemes that depend on the communication patterns of the
applications to trigger checkpoints. These schemes do not
suffer from the domino effect and do not require
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coordination. Recent studies, however, have shown that the
non-deterministic nature of these protocols complicates
garbage collection and degrades performance.Causal
logging reduces the overhead while still preserving the
properties of fast output commit and orphan-free recovery.
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